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ABSTRACT 

Acquisition phase zero (Concept Exploration) of the Advanced Short Takeoff/ 

Vertical Land (ASTOVL) aircraft development includes, among other tests, 

evaluation of forces and moments on a large-scale powered model (LSPM) 

suspended in the Outdoor Aerodynamic Research Facility (OARF) at the NASA 

Ames Research Center. This investigation assessed the influence of the OARF 

support structure upon the flow field through LDV measurements in the vicinity of 

the struts and the wingtip of a generic flat-plate model mounted in the sub-scale 

NPS ground-effects test rig. The model was a twin subcritical jet configuration 

with the nozzles arranged in tandem. The test environment was saturation seeded 

using a smoke generator and LDV measurements were made in the entrained flow. 

Non-coincident measurements were made to determine the three component mean 

velocities at points in the region of interest and the component mean and 

composite mean velocities compared for configurations with struts present and 

struts removed. Variations were discernible in the component mean velocities 

between samples both in the same strut configuration and between the struts- 

installed and struts-removed configurations, but were generally small enough to be 

considered negligible. 
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I. INTRODUCTION 

A. BACKGROUND 

1.     ASTOVL Development 

The Advanced Research Projects Agency (ARPA) has awarded 

contracts to three contractors for Acquisition Phase Zero (Concept 

Exploration/ Demonstration: CE/D) development related to the Advanced 

Short-Takeoff/ Vertical-Landing (ASTOVL) aircraft. In addition to replacing 

the AV-8B HARRIER II currently operated by the U. S. Marine Corps, 

ASTOVL may be a candidate technology for the Joint Advanced Strike 

Technology (JAST) program. Reference 1 notes comments from the House 

Armed Services Committee during its markup of the Fiscal 1995 Defense 

Authorization Bill indicating a desire to merge the JAST and ASTOVL 

programs prior to 1996. 

Contractors participating in ASTOVL CE/D with ARPA funding 

include Lockheed Advanced Development Company (LADC), McDonnell 

Douglas (MD), and Boeing. Artist's conceptions of the LADC and MD 

ASTOVL designs are presented in Figures 1.1 and 1.2. LADC and MD have 

been on contract since March 1993, while Boeing entered the competition in 

May 1993. Additionally, Northrop Grumman Corporation is proceeding 

with a company-funded, independent research and development (IR&D) 

effort. At the conclusion of the CE/D effort, ARPA (or potentially JAST) will 

select a design and contractor to transition to Acquisition Phase I 

(Demonstration/ Validation: DEM/VAL) in 1996 with a projected first flight 

of the prototype as early as 1998. 



Figure LI Photograph depicting Artist's Conception of Lockheed 

ASTOVL Design 



Figure 1.2 Photograph depicting Artist's Conception of McDonnell 

Douglas ASTOVL Design 

Both the LADC and MD designs are powered by a single turbofan 

engine: the Pratt and Whitney F-119 and the General Electric F-120 engines, 
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respectively. Both designs also incorporate an engine-driven lift fan 

mounted in the forward fuselage: the LADC variant is shaft-driven and the 

MD design uses a gas-coupled fan. Although the details of the two 

proprietary designs are different, propulsive lift is provided at the aft portion 

of the fuselage by directed engine exhaust in both designs. 

CE/D propulsion- and flight control-related development efforts 

include a variety of component-level test rig tests and wind tunnel model 

tests. LADC and MD also plan to develop Large-Scale Powered Models 

(LSPM). These models will be used to evaluate propulsion and stability and 

control (S&C) characteristics during hover in the NASA Ames Outdoor 

Aerodynamic Research Facility (OARF) and during transition from hover to 

and from wing-borne flight in the NASA Ames 80 ft x 120 ft wind tunnel. 

The current OARF design comprises three telescoping struts that 

support a modified T-frame carriage structure which, in turn, attaches to and 

supports the LSPM through load cells. A three-view engineering drawing of 

the OARF with a generic wedge depicted attached to the carriage structure is 

presented in Figure 1.3. OARF load cell measurements will be used to 

validate predicted propulsive lift performance and stability derivatives in the 

hover mode. 



Figure 1.3 Three-View Engineering Drawing NASA Ames Outdoor 

Aerodynamic Research Facility (OARF) 

The validity of the planned OARF test results will be strongly 

dependent upon the degree of fidelity of the OARF-LSPM flow field with that 

surrounding the ASTOVL prototype in free-flight. Accordingly, an 

assessment of the influence of the OARF support structure upon the flow 

field is required as part of the CE/D effort. 

2.     VTOL Propulsion Aerodynamics in Hover 

Reference 2 provides an excellent overview of the phenomena 

associated with jet V/STOL propulsion aerodynamics during hover and 

transition. Of particular interest in the OARF tests are the thrust-induced 

performance effects of "suckdown" (aerodynamic loads from entrained flow), 

fountain impingement on the lower fuselage, and hot-gas ingestion. The 

former two effects can change significantly the forces and moments acting on 

the vehicle as it transitions between hover-out-of-ground-effect (HOGE) and 
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hover-in-ground-effect (HEGE) or with small pitch and roll attitude changes 

during HIGE. Figure 1.4 illustrates the dominant flow characteristics of a 

tandem nozzle configuration during jet-borne HIGE. 
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Figure 1.4 Dominant Flow Characteristics of a Tandem Nozzle Configuration 
during Jet-Borne Hover-in Ground-Effect 

Sub-scale OARF-configuration vs no-strut tests of a simple lifting jet 

model similar in planform and nozzle configuration to the LADC LSPM have 

been conducted previously for ASTOVL development risk-reduction 

(Reference 3). Those tests concentrated on the influence of the OARF struts 

on the location of the ground plane stagnation line. Measurement of the 

flow field characteristics near the surface of the model affords an additional 

measure of risk reduction by quantifying the measurable effects of the struts 

on the flow that directly affects forces and moments on the vehicle. 

B. PURPOSE 

The purpose of this investigation was to evaluate the influence of 

support struts modeling the OARF configuration on the flow-field in the 



vicinity of the left wingtip of a generic flat-plate model STOVL configuration. 

Quantitative measurements of flow velocities were intended to supplement 

the data provided to NASA Ames Research Center by Dooley (Reference 3) 

from his ground plane flow visualization experiments. 

C SCOPE 

Using Laser Doppier Velocimetry (LDV), this investigation measured 

three orthogonal components of velocity at various locations near the left 

wingtip of a flat-plate ASTOVL planform installed in the Naval Postgraduate 

School (NPS) ground-effect test rig. Measurements were taken with and 

without the dowels that simulate the NASA Ames OARF struts. Data were 

collected at a single height-above-ground-plane and single set (fore and aft) of 

nozzle pressure ratios. Measurements were also taken near the strut 

location. 

The height-above-ground-plane and the set of nozzle pressure ratios used 

for this investigation were chosen based primarily upon the results reported 

in Reference 3. The set of nozzle pressure ratios chosen produced the greatest 

change in ground stagnation line location. The height-above-ground-plane 

chosen produced the second largest change with that parameter, but was 

chosen because its scale height corresponded to the height at which pilot 

workload is greatest during vertical takeoff and landing. Contamination of 

test data at this height by the influence of the OARF support structure would 

be of the greatest consequence in those planned tests. 

Because of hardware limitations, the LDV measurements were non- 

coincident — the three component measurements were not taken 

simultaneously. Each LDV data sample consisted of nominally 1024 points. 

At least two samples were taken for each velocity component, at each test 

location, for each strut configuration (installed/removed).  The data samples 
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were reduced using a proprietary software application developed by the 

manufacturer of LDV hardware components. The mean velocity and 

standard deviation of each data sample were used to compare the statistical 

repeatability of measurements for a given set of test conditions and to 

determine whether statistically significant changes occurred with changes in 

the strut configuration. 

The three component mean velocities at each test location were 

combined vectorially and plotted graphically to aid in visualization of the 

mean flow. The results were the equivalent of what one might visualize as 

segmented "oil streaks in the air" — vectors that are tangent to the mean 

pathline of particles passing the point at the vector origin. 



II. EXPERIMENTAL APPARATUS 

A.  INTRODUCTION 

The ground effects test rig and model used for this investigation compose 

the same apparatus used by Dooley (Reference 3) in his ground plane oil flow 

visualization experiments. A flat-plate model with planform dimensions 

representing a compromise between the LADC and MD LSPM designs was 

flush-mounted to two vertically-oriented, circular cross-section, convergent 

nozzles. The nozzle air supply pressures were controlled and regulated 

independently to achieve the prescribed nozzle pressure ratios. 

Commercially manufactured, circular cross-section PVC pipes and a wooden 

dowel were mounted vertically on the sheet aluminum-covered "ground 

plane" to simulate struts. A detailed description of the construction and 

control mechanization of the rig is presented in Reference 3. 

The LDV optical probes and the traverse mechanism on which they were 

mounted were the only new components introduced into the region near 

(within three wingspans of centerline) the model. They were positioned and 

oriented to minimize their potential influence on the flow field. Two 

photographs of the test rig are presented in Figures HI and H2. 



Figure II.l Photograph showing Model Centerline View of NPS Ground 

Effects Test Rig 
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Figure IL2 Photograph showing Off-model Centerline View of Ground 

Effects Test Rig 

B.  MODEL AND STRUT CONFIGURATION 

The model used for this investigation was the LADC two-nozzle 

configuration. Model scale factor was predicated upon the effective diameter 

of the LSPM lift fan compared to the one inch diameter of the forward nozzle 

in the test rig. The methodology for determining effective area and effective 

diameter of the nozzles is detailed in Reference 4 . The struts were configured 

to simulate the OARF configuration with 80 ft separation between main 

struts. A drawing depicting the test rig strut geometry is presented in Figure 

n.3. The actual nominal outside diameters of the PVC pipes simulating the 

main struts and the wooden dowel simulating the forward strut were 2 and 1 

1/2 inches, respectively. The ground plane was positioned six inches beneath 

the exit plane of the nozzles. 
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Figure II.3 Sketch of Test Rig Strut Geometry 

C  OPTICAL PROBE AND TRAVERSE MECHANISM 

Two TSI Inc.-manufactured optical probes were used for this 

investigation. A horizontally-oriented, single-component probe was 

mounted on one end of a steel "I-beam" and a two-component probe was 

mounted on the opposite end. The probes were positioned such that the 

centerline axes of the two probes were orthogonal to each other and their 

probe volumes were coincident. The probe axes formed an isosceles triangle 

with the I-beam at the base. This orientation allowed direct measurement of 

three orthogonal components of velocity and eliminated the requirement to 
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resolve and transform velocities into the desired coordinate system had the 

probes not been so oriented. 

The I-beam was attached to a manually-controlled, electrically-driven traverse 

mechanism that is designed to provide a range of motion of 600 mm with an 

accuracy of +0.005 mm along each of three orthogonal axes. Since velocity 

components measured by the LDV system were oriented orthogonally to the 

centerline axis of their respective probes, the LDV velocity and traverse 

mechanism coordinate systems were not coincident. A photograph of the probes 

mounted on the traverse mechanism I-beam is presented in Figure II.4. The 

traverse system control panel is visible in the lower right corner of Figure Ü.5. A 

sketch of the orientation of the LDV velocity and traverse mechanism coordinate 

systems is presented in Figure n.6. A detailed description of the survey process 

and a physical description of the reference points chosen to orient the LDV 

velocity and traverse mechanism coordinate systems is presented in Chapter III. 
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Figure II.4 Photograph of LDV Optics Probes on Traverse Mechanism 

Figure IL5 Photograph of Traverse Mechanism Control Panel 
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Figure II.6 LDV Velocity and Traverse Mechanism Coordinate Systems 

D. LDV SYSTEM 

The LDV system comprises three major subsystems: the laser and optics 

subsystem, the data acquisition and processing subsystem, and the particle 

seeding subsystem. 
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1.     Laser and Optics Subsystem 

The laser source used for this investigation was Omnichrome Model 

543 air-cooled, Argon laser. This laser is rated at a maximum output power of 

300 mW. Based upon results of initial tests designed to establish a single 

optimum set of LDV system parameters to achieve acceptable data rates at all 

the planned test coordinates, the laser was operated at 150 mW for these tests. 

The laser was aligned to radiate directly into a TSI Model 9201 Multicolor 

Beam Separator. 

Within the beam separator the beam was bifurcated and one of the 

beams was passed through a Bragg cell to impart the desired frequency shift. 

The unaltered reference beam and the shifted beam were then passed through 

a prism assembly for color separation. The beams were separated into three 

pairs of green (514.0 ran), blue (488.0 nm), and violet (476.5 nm) beams. The 

green and blue beams were then reflected into two pairs of vertically-oriented 

optical couplers. The violet beams terminated at a blank-off plate within the 

beam separator. 

The optical couplers were used to steer and focus the waists of the 

beams onto the origins of the transmitting optics fibers attached to the end of 

the coupler barrels. To preserve the polarization established inside the beam 

separator, the optical fibers are extruded with an elliptical cross section and 

mounted to a threaded cap with a reference post. When the cap is attached to 

the coupler with its post inserted into a groove cut across the threads around 

the opening atop the vertically-mounted coupler, the fiber is properly 

oriented. 

The optical fiber transmits the laser energy to the TSI optics probe. 

The termini of the transmitting fibers are separated laterally by nominally 50 

mm. After passing through beam-expanding and collimating optics, a convex 
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lens at the end of the probe focuses and steers the waists of the reference and 

shifted beams to an intersection nominally 350 mm from the face of the 

probe. 

Scattered light from the probe volume is captured and focused onto 

the origin of the receiving optical fiber located on the centerline of the probe 

by the same convex lens used to focus and steer the transmitted light. The 

single receiving optical fiber terminus projected the reflected light directly 

into a TSI Model 9162 photomultiplier powered by a Model 916503 

photomultiplier power supply. Since the photomultiplier responds to the 

spectra of reflected energy produced by "moving" interference fringes 

modulating illumination on the particles, polarization of the received energy 

need not be preserved. 

Because only a single photomultiplier was available, velocity 

measurements were made a single component at a time. For example, when 

using the two-component probe, a data sample set was acquired with only the 

green, vertically-oriented beams radiating. The green beams were then 

masked and the blue beams, unmasked. A data set was then acquired using 

the horizontally-oriented blue beams. 

Since only two pairs of optical couplers were available, the third 

velocity component, normally measured using a violet beam transmitted and 

received through the one-component probe, was measured using 

reconfigured optics. The transmitting optics fibers from the two-component 

probe that were attached to the blue coupler set were replaced by the 

transmitting fibers from the one-component probe. Similarly, the receiving 

optics fiber from the two-component probe was replaced by the receiving 

fibers from the one-component probe at the photomultiplier. 

17 



A TSI Model 9186A-4 frequency shifter controller was used both to 

select a discrete incremental shift of up to ±5 MHz that was superimposed on 

the 40 MHz shift created by the Bragg cell and to accomplish downmixing of the 

signals from the photomultiplier. The output from the frequency shift controller -- 

- the spectra resulting from the selected frequency shift combined with the 

doppler-induced spectra — were output to a TSI IFA 550 Signal Processor. A 

detailed description of the laser and optics subsystem components is presented in 

References 5 through 7. Photographs of the subsystem components are 

presented in Figure IL7. 

Figure II.7 Photograph of Laser & Optics Subsystem Components 

2.     Data Acquisition and Processing Subsystem 

The data acquisition and processing subsystem comprises a single TSI 

IFA 550 Signal Processor integrated with an 1MB PC-AT running TSI- 
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proprietary Flow Information Display (FIND) Software Version 3.5. 

Additionally, an oscilloscope was used to monitor qualitatively the character 

of the time-domain signals provided to the signal processor. A photograph of 

the subsystem components is presented in Figure H.8. 

Figure II.8 Photograph of Data Acquisition and Processing Subsystem 
Components 

Downmixed time-domain signals from the frequency shift controller 

were input to the signal processor where internal logic measured the time for 

eight cycles above the specified threshold within a given doppler burst. 

Predicated on manually-entered parameters of wavelength, probe beam 

geometry or half-angle, and selected frequency shift, the software calculated 

the algebraic sum of the doppler shift and the selected shift frequency or the 

particle component velocity for the sample point and added the point to the 

data sample set. 
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The FIND software provided the capability to collect, analyze, and 

display component velocity data sets as histograms and as summary tables of 

statistical attributes such as the sample size, mean, and standard deviation 

either real-time or after a prescribed number of data points had been collected. 

Examples of these displays extracted from Reference 8 are presented in Figures 

n.8 and Ü.9. The data sets addressed in Chapter IV were collected using the 

latter method, generally with a sample size of 1024 points, although in two 

cases 4096 points were collected. Real-time histograms provided a means to 

qualitatively assess the degree of unsteadiness in the flow (e.g. discernible 

migration or fluctuations in the location of the peak of the histogram would 

indicate relatively low-frequency, non-random variations of the mean flow 

velocity, that is, a significant short-term influence on the mean flow field 

from an unsteady component). 

A detailed description of the data acquisition and processing 

subsystem components and their design performance characteristics is 

provided in References 8 and 9. 
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Figure II.9 Sample Histogram Display 

3.     Particle Seeding Subsystem 

Initial attempts to seed the flow in the region of interest with 

distilled water and with glycerin emitted from two different wands attached 

to a TSI atomizer produced unacceptable results.   Data rates were generally 

very low (less than 10 Hz) and often intermittent.   Periods of five to ten 

seconds with no data points being collected were not uncommon.  When the 

wand was held at an acceptable distance away from the probe volume ~- more 

than 10 outside-diameters of the wand - visible scattering of the light in the 

probe volume was often intermittent.   This observation, combined with the 
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observed intermittent data rates was interpreted as the effect of unsteady flow 

on the pathlines in the region of interest. Described simplistically, the locus 

of points in a plane upstream of the point of interest through which the flow 

passed enroute to that point of interest was of greater area than the area 

seeded by the wand. Seeding by this method would have contaminated the 

sets of velocity data by imposing physical restrictions on which particle 

velocities were actually measured — when the instantaneous velocity within 

the probe volume was tangent to a pathline not passing through the effective 

discharge area of the wand, no artificial seed would be in the flow and a 

velocity measurement would not be recorded. Accordingly, saturation 

seeding of the test space using a Rosco Model 1500 Fog Machine was chosen 

for these tests. The machine was mounted atop a nine-foot step ladder with 

the discharge port elevated approximately twenty degrees. A detailed 

description of the fog machine and its operating characteristics is provided in 

Reference 10. A photograph of the machine discharging smoke is presented 

in Figure HIO. 
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Figure 11.10 Photograph of Rosco Fog Machine Discharging Smoke 

According to the reference/ particles emitted from the machine vary 

in diameter from 0.25 to 50 microns. Data were not available detailing the 

distribution of particles by size nor was a determination made experimentally. 

Those data were not considered meaningful in that buoyancy effects in the 

saturation seeded environment would almost certainly alter the distribution 

in the samples passing through the probe volumes at the prescribed test 

locations. An analysis of the implications of the wide range of particle sizes 

and the uncertainty in the distribution by size on the data is presented in 

Chapter IV. 

E.  CALIBRATION RIG 

To increase confidence in the LDV system, a calibration rig was fabricated 

to allow comparison of LDV measurements with pitot-static measurements. 

An unregulated nozzle was attached to a high-pressure shop utility air hose. 
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The nozzle was mounted approximately on centerline at one end of a one- 

inch inside-diameter aluminum tube. The wand attached to the Rosco fog 

machine was mounted so that it would discharge smoke approximately 

normal to the centerline axis of the tube adjacent to the nozzle. The nozzle 

was designed to act as an ejector pump that would entrain smoke into the 

flow through the tube. Flow through the nozzle was controlled by turning a 

standard wheel-adjusted needle-valve. 

The tube was approximately 4 ft 3 in long. A pitot-static probe was 

mounted with its tip on centerline approximately 3 in from the exit plane of 

the tube. The axes of the tube and the pitot-static probe were aligned to 

within 1/4 degree using LDV traverse system measurements to survey the 

locations of scribed marks on the surface of the tube and the probe when the 

LDV probe volume was superimposed on the marks. Using a similar survey 

procedure, the tube and pitot-static probe were oriented parallel to the 

orientation of the velocity component measured by the one-component (x- 

component) probe. The x-component probe volume was positioned 

approximately 1/2 inch directly upstream of the pitot port. 

The pitot pressure connection was attached to one side of a U-tube water- 

filled manometer. The other side of the manometer was exposed to ambient 

pressure. The manometer scale was marked in millimeters. A sketch of the 

calibration rig is presented in Figure 11.11. 
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Figure 11.11 Sketch of LDV vs Pitot-Static Calibration Rig 
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III. EXPERIMENTAL PROCEDURES 

A.  PROBE OPTICS 

1.     Mounting and Alignment 

Initial alignment of the two-component probe mounted on the 

traverse mechanism I-beam was accomplished using a protractor scale on the 

I-beam base plate to which the optics probe mounting plate was attached. The 

centerline axis of the probe was oriented on a 45-degree angle with the I-beam. 

The base plate of the second one-component probe was secured to the I-beam 

at a distance calculated to produce the isosceles triangle geometry described in 

Chapter II. Coarse adjustments of the second probe alignment were 

accomplished by positioning the probe volume of the green beams from the 

two-component probe on a pinpoint on a white sheet of paper. The position 

of the second, one-component probe was then adjusted to bring its blue beam 

("violet" for full 3-D systems) probe volume to the same pinpoint using 

vernier adjustment screws on mount. Final adjustments were accomplished 

by replacing the white paper with a microscope objective lens and bringing 

the beams into coincidence at the lens. Coincidence of the probe volumes 

was further verified by using the transmitting optics from one probe and the 

receiving optics of the second probe to collect sample data over a TSI six-jet 

atomizer emitting distilled water seed. 

Additionally, in accordance with the procedures detailed in 

Reference 6, the coincidence of the probe volumes for the blue and green 

beams of the two-component probe was verified with the microscope 

objective, as was the coincidence of the one-component blue and two- 

component green beams. At minimum spot size, the blue and green patterns 
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overlapped by more than 95 and 90 percent in the case of the two-component 

beams and the two-component-to-one-component comparison, respectively. 

Measurements of distances between points where the laser beams 

were projected onto the laboratory wall revealed the angle between the two 

probes was 89 3/4 degrees with an uncertainty of ± 1/4 degree and that both 

probes were aligned within 1/4 degree of the planned 45 degree angle with the 

I-beam as depicted in Figure III.6. 

2.     Half-angle Measurement 

The same method used to determine the angle between the probes 

and the orientation of the probes relative to the I-beam was used to determine 

the actual half-angle between the two blue beams emitted from the one- 

component probe. The beams were projected onto a screen 35 feet from the 

probe volume and the distance between the beams measured. A one inch 

uncertainty in the measurements was assumed based upon a subjective 

judgment of the degree to which the metal tape measure used for the 

measurement bowed under its own weight. The resultant uncertainty in the 

half-angle measurement was + 0.2 percent 

B.   TRAVERSE 

The microscope objective was placed at various watermarks on the model 

and the ground plane and the LDV probe volume centered on the objective to 

survey the geometry of the test assembly.   Pinpoints were used on  the left 

strut in lieu of the microscope objective.   The coordinates displayed by the 

traverse mechanism control panel defined the three-space coordinates of the 

survey points on the model, the struts, and the ground plane.    The 

orientation of the traverse mechanism coordinate axes is presented in Figure 

n.6: x-positive is toward the model, y-positive is parallel to the I-beam and in 

the direction of the nose of the model, and z-positive is up. 
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The origin of the coordinate system was established by resetting all the 

traverse mechanism control panel displays to zero when the probe volume 

was coincident with the microscope objective lens as positioned on the model 

wingtip trailing edge watermark as depicted in Figure ELI. 

MICROSCOPE 
CBJBTriVELENS 
O[0,0,0] 
WATfflMARK 

PLANFORM 

LEVEL3 
Z-Coord = -1 3.0 

LEVEL2    
Z-Coord = -2 5.2 

LEVEL1 -    . 
Z-Coord = -3 6.5    f 

G/HM 

WINGTIP 
RH3ION 

Figure ULI Traverse Mechanism Coordinate System Origin 

To ensure repeatability, the test apparatus was surveyed before and after 

each test.   No attempt was made to quantify the mechanical freeplay and 
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hysteresis characteristics of the traverse mechanism, but slewing the traverse 

off of the origin and returning the probe volume to the microscope objective 

lens consistently returned the traverse to the coordinate origin + 0.01 mm. 

The coordinates of the test points in the vicinity of the left strut and the 

wingtip are presented in Table III.l. Additionally, the coordinates of the 

intersections of the upper and lower leading and trailing edges of the wing 

and canard with their respective tips are presented. The survey points on the 

left strut are not presented; however, the locations of test points A, B, and C 

are presented to correct scale with respect to the strut in Figure IV.6. 
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TABLE ULI TEST POINT AND WING/ CANARD TIP COORDINATES 

Coordinates:           X Y Z 

Points adjacent strut: 
A                        -199.33 22.5 -34.37 

B                          - 220.87 -2.79 -34.37 

C                         - 220.87 45.21 -34.37 

Points around wingtip: Z-Coordinates: Lower 
Mid-Plane 
Upper 

-36.5 
-25.2 
-13.0 

D                            50.0 42.00 

E                             50.0 4.00 

F                               50.0 - 34.00 

G                             10.0 20.00 

H                              10.0 -1.00 

I                               10.0 - 22.00 V 

Wingtip/Canard Tips:       Z-Coordinates: 

Aft wing tip:            21.4 

Lower 
Upper 
-14.6 

-30.0 
-18.5 

Fwd wing tip:           21.4 17.5 

Aft canard tip:        111.8 177.2 

Fwd canard tip:     111.8 209.3 V 

C TEST MATRIX 

1.      Selection of Test Conditions 

The test conditions selected for this investigation are presented in 

Table HL2. The conditions were those which produced the most significant 

difference in the location of the ground plane stagnation line during the tests 

Dooley conducted (Reference 3) with one exception.   The scale height was 
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chosen because the corresponding full-scale height is near the point of 

maximum pilot workload during VTOL. 

TABLE III.2 TEST CONDITIONS 

TEST  PARAMETER TEST CONDITION 
Thrust Ratio (Fwd/Aft) 
Nozzle Pressure Ratio: 

Forward 
Aft 

Scale Height: 
Non-Dimensional (h/De) 
Dimensional 

Standard Sea-Level Conditions 
Total Pressure (Pt): 
SSL Mach Number: 

0.67 

1.624 
1.323 

4 
6 inches 

Forward    /    Aft 
23.9 / 19.4 lb/in2 

0.863 / 0.642 

2.     Selection of Test Coordinates 

The traverse system coordinates of the locations chosen for this 

investigation are presented in Table m.l and depicted graphically to scale in 

Figures rV.2 through rV.6. In the absence of analytical tools, the points in the 

vicinity of the struts were chosen to be as close to the struts as beam 

geometries could accommodate to increase the probability that measurable 

differences would exist in component velocities between the struts installed 

and struts removed configuration. Similarly, the points near the wingtip 

were chosen inboard and slightly outboard of the tip such that the beam 

geometries would accommodate three component measurements at each 

point. 
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D.  CALIBRATION 

1.     Pre-Calibration Surveys 

Prior to taking velocity measurements prescribed in the test matrix, a 

number of flow visualization techniques were employed to assess the general 

character of the flow and the extent of seed entrainment in the regions of 

interest. A Helium-Neon laser sheet was used in conjunction with 

saturation seeding to qualitatively assess the extent of seed entrainment 

below the wing and the lower surface of the wing was tufted with vertically- 

oriented strands of yarn approximately 1/2-inch long to observe the general 

direction of the flow. 

In a separate test, after the yarn tufts were removed, a 1/16-inch 

diameter steel rod was tufted with a single 1/2-inch strand of heavy thread 

and an L-shaped wand with a 3/4-x 1/16-inch discharge port was connected to 

the Rosco smoke generator. Both devices were used to "tell-tale" the 

direction of the flow and relative turbulence intensity at the points of interest. 

Sketches of the observed flow at each of the test matrix points revealed that to 

produce the resolved vectors in the sketch, all component velocities in the 

LDV coordinate system would have to be positive. Only the likely sign of the 

z-component at point E above and below the wing were indeterminate. 

Accordingly, zero frequency shift was chosen for the initial limited velocity 

survey. 

A limited survey was conducted using the real-time histogram 

display to determine the approximate statistical distribution of velocity 

samples at points where small component velocities and significant 

unsteadiness were anticipated. Additionally, attempts were made to 

determine optimum saturation seeding density and laser power to maximize 

data rates for the entire set of test locations.   In cases where the standard 
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deviation of a sample exceeded thirty percent of the velocity component, a 

frequency shift of 500 KHz was selected to "drive" the interference fringes 

opposite the flow at nominally 1.8 and 1.7 meters/second for the green and 

blue beams, respectively. This shift was sufficient to preclude "wrap around" 

of velocities beyond three standard deviations in all cases sampled and also 

for all cases later collected in the actual test data sets. 

Processor filter settings were selected automatically by the FIND software 

during the pre-calibration surveys. A filter band was selected based upon the 

number of samples that are captured in a given filter band during a sampling 

routine in the first few seconds of the data acquisition cycle.  In many cases, 

when ten or fewer points were the maximum number of points collected in 

any one band during the sampling cycle, the software was inconsistent in 

selecting the filter band.   Two adjacent or overlapping bands would often 

collect nearly the same number of points, with one band having more in a 

given acquisition cycle and the other having more in the next.  For example, 

eight successive attempts to collect data at one test condition resulted in four 

automatic selections of the 100 KHz to 1 MHz filter band and four selections 

of the 300 KHz to 3 MHz range.  The mean velocities calculated for the cases 

of the lower filter range selection were in the 2.6 meter/second range and the 

5.8 meter/second range when the higher filter range was selected.  When the 

100 KHz to 3 MHz filter range was selected manually, six successive data sets 

produced six nearly equal mean values.   Accordingly, since 3 MHz was the 

upper bound on any filter setting found during the pre-calibration survey and 

above the doppler frequency including a 500 KHz shift for any of the expected 

velocities, a manual selection of 1 KHz to 3 MHz was chosen for the actual 

tests. 
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2.     Calibration Test 

Because manuals were not available for the Model 9186A-4 

frequency shifter controller, tests were conducted using the TSI six-jet 

atomizer to ensure the 500 KHz frequency shift planned for the calibration 

and subsequent tests was being applied in the proper sense — to drive the 

fringes opposite the flow. With all six jets selected and the dilution air valve 

closed, the probe volume of the green beams on the two-component probe 

were placed over the nozzle on the atomizer. The frequency shift was set to 

zero and a real-time histogram was initiated in the frequency display mode. 

The dilution air valve was opened to increase flow velocity in increments 

sufficient to observe changes in the peak of the histogram. The peak 

frequency increased monotonically with the increasing velocity. 

The procedure was repeated with upshift and downshift values of 

500 KHz and 1.0 MHz selected on the frequency shift controller. The flow was 

physically in the direction from the shifted to the unshifted beam as they 

originated from the face of the LDV probe. Upshifting the beam resulted in 

an increase in the initial frequency at minimum flow velocity and 

monotonically increasing behavior with the increasing velocity. 

Downshiftng the beam resulted in a lower initial frequency and the frequency 

actually decreased with the initial increase in velocity before becoming 

monotonically increasing at higher velocities. An upshift of 500 KHz was 

selected for both the calibration and the actual tests to drive the fringes 

opposite the LDV system coordinate axes. 

Calibration tests comparing LDV to pitot-static measurements were 

conducted at velocities ranging from 66 to 128 feet/second. The lower limit 

was determined by the minimum control valve setting at which a steady flow 

velocity could be achieved as defined by steady levels on the water 
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manometer.   The upper limit was determined by opening the control valve 

fully. 

E. DATA COLLECTION 

1. Control and Monitoring of Test Conditions 

The reservoir pressure for the air supply was brought to the 

maximum regulated pressure of 147 lbs/ in2 and maintained at that pressure 

by a single compressor running continuously during each tests. The FAA 

control tower at Monterey airport was consulted every two hours to 

determine the ambient barometric pressure. The nozzle pressure ratios were 

adjusted accordingly to achieve the values listed in Table m.2. 

2. Data Acquisition Software Configuration 

Prior to acquiring each data set, the settings on the "Optics 

Configuration" and "Processor SetUp" displays of the FIND software were 

verified. Generally, only the wavelength and the software-computed fringe 

spacing were the only items that were required to be changed. All test data 

were collected with the frequency shift selection of 500 KHz upshift and a 

manual filter setting of 1 KHz to 3 MHz. 

3. Order of Test Data Sets 

For test points A, B, and C in the vicinity of the strut, a single sample 

of data planned for each component at each point was first collected without 

the struts installed.  The struts were installed and the left strut surveyed into 

proper position with the nozzles operating.  Data were then collected in the 

following order: one data set for the planned components at points C and A; 

two data sets at point B; and the remaining struts-on configuration data set at 

points A and C. The struts were then removed and the final data sets for each 

point and applicable components were collected.    The transmitting and 

receiving optics were switched between the x- and y-component optics on the 
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one- and two-component probes as required. Each time the optics were 

switched the transmitting optics had to be realigned per the procedures 

detailed in Reference 7. The procedure took approximately ten minutes. 

Data sets at points in the vicinity of the wing were collected on three 

separate days during test periods of approximately nine hours each. The data 

for a single component was collected on each of the days. The time between 

repeated data sets for a given strut configuration at a point varied from 

approximately one minute to an hour and a half. 

4.     Seeding 

A qualitative assessment of the optimum saturation seeding density 

to achieve acceptable data rates was made during the pre-calibration tests. In 

the optimum seeding condition the lab looked like a smoke-filled saloon in 

an old western movie. Because of natural ventilation in the space, short 

bursts of smoke had to be discharged approximately every ten minutes to 

maintain the proper concentration. Real-time monitoring of the density of 

the doppler bursts displayed on the oscilloscope also provided a good 

qualitative indication of the density of seeding passing through the probe 

volume. 

F.  POST-TEST DATA ANALYSIS 

Data were processed post-test using the FIND software to determine the 

mean component velocities and standard deviations for each data set.   The 

results are tabulated in Appendix B.   One advantage of using the FIND 

software for post-processing was a limited capability to apply Chauvenet's 

criterion to the data sets.  Although Reference 11 indicates that for 1000 data 

points, 3.48 standard deviations is the appropriate rejection criteria, the 

software only allows selection of integer multiples.     Three standard 

deviations was the value chosen for the analysis. 
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IV. RESULTS AND DISCUSSION 

The pragmatic decision to saturation seed the room surrounding the test 

rig with smoke and the unavailability of any meaningful information about 

the character of the unsteady flow in the vicinity of the model were the 

primary issues of concern in assessing the utility of the LDV measurements. 

The central question posed a priori was whether a statistically consistent 

mean velocity measurement with struts installed and with struts removed 

could be interpreted as verification that the struts had not influenced the flow 

field. The possibility that the inertia of the larger seed particles could mask 

significant changes in the flow field could not be ruled out. 

A.  EXPERIMENTAL ACCURACY 

The objective of this investigation was not to determine absolutely the 

component mean velocities at the selected locations; however, an uncertainty 

analysis was performed for the x-component LDV probe vs the pitot-static 

system calibration data. The purpose of the analysis was to ensure that LDV 

measurements of entrained particle velocities varied predictably with the 

mean flow velocity "truth data" obtained over a range of velocities that could 

be measured accurately with the pitot-static probe and water manometer. 

Although the y- and z-component measurements were taken with the optics 

of a second, two-component probe, otherwise the measurements used the 

same LDV system components and software configuration as for the x- 

component measurements. Calibrations were not accomplished for those 

components, but precisely the same terms considered in the measurement 

uncertainty analysis of the x-component velocity apply to the analysis of the 

other two components. 
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The uncertainty analysis was performed in accordance with the methods 

outlined in Reference 11, equation (3-2), pp 42. The LDV velocity calculation 

uncertainty was predicated entirely upon uncertainty in the half-angle 

measurement. Based upon observations of real-time velocity calculations 

with the probe volume positioned on a solid reflecting surface and of real- 

time histograms during calibration, errors in wavelength and time 

measurements appeared to be random and the distribution of the associated 

velocity measurement errors was assumed to be gausian. Accordingly, 

uncertainties in wavelength and time measurements were accounted for in a 

statistical confidence interval analysis. Confidence intervals for the LDV 

samples were calculated in accordance with Reference 12. Measurement 

uncertainties are tabulated and sample calculations presented in Appendix A. 

The calibration data are presented in Table IV.l and plotted in Figure IV. 1. In 

addition to the mean velocities, the upper and lower uncertainty bounds for 

the pitot-static data, and the uncertainty in the half-angle measurement 

combined with the 95 percent confidence intervals for each LDV data set are 

also depicted in Figure IV.l. 
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The data show good agreement between the two sets, within the 

calculated uncertainties, over the entire range of calibration points. A 

consistently small, but discernible bias of the mean LDV velocities toward the 

lower end of the pitot-static data uncertainty bound is predictable considering 

that the seed particles used for this calibration varied in diameter from 0.25 to 

50 microns. It is likely that the larger particles failed to accelerate from rest to 

the true mean flow velocity in a distance of 4 1/2 feet. Reference 13 notes that 

typically, particles less than 1 to 2 microns are required to ensure accurate 

LDV measurements in low- to moderate-speed airflows, Physical limitations 

of the time response of seed particles to changes in a flow cause the 

uncertainty in determining velocities in any actual flow field always to be 

greater than the uncertainty in the measurement of seed particle velocities. 

For the relatively steady flow and moderate mean accelerations produced by 

this calibration rig, however, the agreement of the data sets at even the 

highest velocity point indicates that LDV measurements of particle velocities 

in the entrained flow were clearly representative of the true mean flow field 

velocity. 

A simple calculation of the minimum linear acceleration required to 

achieve the maximum calibration point velocity of 128 feet/second in 4 1/2 

feet indicates that LDV measurements with the seeding used for this 

evaluation should be reliable in flow fields characterized by accelerations of at 

least 1792 feet/second2. Using the relationship (radius of curvature) = 

(velocity)2 / (normal acceleration), and assuming no tangential acceleration 

with an acceleration normal to the flow of 1792 feet/second2, the LDV- 

measured velocities would accurately represent the true entrained flow 

velocity where the radii of eddies tangent to the flow are greater than 0.082 
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and 8.2 inches, respectively, for mean flow velocities of 3.5 and 35 feet/second. 

3.5 and 35 feet/second are near the minimum and maximum total velocities 

measured during this investigation. Although no information was available 

about the character of eddies in the unsteady flow, it is very likely that a 

significant number of eddies less than 8.2 inches in radius were generated in 

the fountain flow with the model only six inches above the ground plane. 

B.  REPEATABILITY 

Repeatability of the LDV-measured mean component velocities for a 

given set of test conditions was an important consideration in planning these 

tests. Consistent mean velocity measurements at a given set of test 

conditions without the struts installed was required to ensure that any 

observed changes in the mean velocity with struts installed was not merely 

the result of measurement uncertainties. Unfortunately, there were several 

practical impediments to achieving a statistically stable value for mean 

velocity. 

First, because there was no practical method to ensure a uniform spatial 

distribution of entrained seed particles, the LDV-measured data sets represent 

conditionally sampled data. In contrast with continuous, albeit intrusive, 

measurements from a hot-wire system, a velocity measurement was recorded 

only when an entrained particle transited the requisite eight fringes in the 

probe volume. Second, as addressed above, there was uncertainty regarding 

how well the larger particles followed a strongly accelerated flow. Third, 

there was no quantifiable information available a priori about the character of 

the fountain-induced coherent vortex structure that appeared from the wide 

histograms observed during initial investigation to produce large variations 

in the measured velocity.    Finally, a sample size of 1024 points was 

determined to be the largest sample size practical to achieve a minimum 
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acceptable data rate over the entire set of test locations. The combination of 

these limitations made it very unlikely that the means of the time-dependent 

turbulence and the time-dependent unsteady flow components of velocity 

would be zero for any data set. Accordingly, the LDV-measured total particle 

velocities, comprising a time-invariant mean component and the time- 

dependent turbulence and unsteady flow components, would be unlikely to 

be distributed normally about the true mean. 

1. Statistical Confidence Intervals 

The statistical confidence intervals calculated in accordance with 

Appendix A assumed a normal distribution of measurement errors. Given 

two independent data sets such that the mean velocity of one set fell within 

the ninety-five percent confidence interval about the mean of the second set, 

and vice-versa, it is not mathematically rigorous to conclude that the true 

mean flow field velocity remained unchanged during the period in which the 

data were collected. It does, however, increase confidence in the repeatability 

of the measurement. Similarly, if the mean velocity of each set of data 

without struts fell within the ninety-five percent confidence interval of the 

other set(s), but outside of the ninety-five percent confidence intervals of the 

data sets with struts installed, it is very likely that the observed mean velocity 

had changed. 

2. Short-term Velocity Variations 

Because of the decision to collect nominally 1024 points data points 

for each sample velocity measurement and the physical and processing 

software constraints of the test setup, the time required to collect a data set 

varied from eight to nearly three hundred seconds. Clearly, as a stand-alone 

piece of information, the mean velocity calculated from data collected at the 

slower data rates provided little meaningful information relevant to the 
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primary question of the investigation: were there significant short-term (3-5 

seconds) variations in the flow field? In the absence of time-tagging of the 

sample points and because of the conditional sampling issues previously 

addressed, observation of the real-time histogram display of velocity provided 

the only useful insight into the transient behavior of the flow. 

In general, the real-time histograms formed symmetrically with no 

discernible "wandering" peaks, indicating an essentially steady mean velocity 

for each data set. In most cases, the mean velocities of two or more 

consecutive data sets collected in the real-time histogram mode varied less 

than five percent. Only in cases where consecutive real-time histograms of 

fewer than twenty points were examined did variations in the mean velocity 

exceed ten percent. In such cases, the data rates were very slow (less than 10 

Hz) indicating a flow that was extremely sparsely populated with entrained 

seed particles. Accordingly, it is unlikely that such samples accurately 

represented the attributes of the true flow field. 

C  VARIATION OF COMPONENT MEAN VELOCITIES 

Reduced data from this investigation are presented graphically in Figures 

IV.2 through IV.6 and in tabular and graphic form in Appendix B. Figures 

IV.2 through IV.4 are planform views of the left wingtip region at the 

traverse system z-coordinates corresponding to the upper, mid, and lower 

planes depicted in Figure ULI. The x-y plane projections of the mean velocity 

vectors are depicted with their origins at their corresponding test matrix 

coordinates. Length and velocity scales are also provided, along with graphics 

showing the orientation of the traverse system and LDV velocity component 

coordinate axes. Figure IV.5 presents three profile views of the wingtip 

region along the traverse system y-coordinate axis.   The projections of the 

mean velocity vectors into the traverse system x-z plane are depicted with 
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their origins at their corresponding test matrix coordinates. As with the 

planform views, length and velocity scales are also provided. 

Figure IV.6 depicts test point geometry in the vicinity of the strut closest 

to the left wingtip. Velocity measurements in the vicinity of the strut 

location were made at a single traverse system z-coordinate of -34.37 mm. 

Mean velocity data with and without struts installed are presented graphically 

in boxes adjacent the test points. Length and velocity scales are provided, but 

the scales are not the same as for Figures rV.2 through IV.5. The box adjacent 

point A contains the projection of the mean velocity vector into the x-y plane. 

The box adjacent point B shows the projection of the mean velocity vector 

into the LDV velocity x-z coordinate plane. The x-component velocity could 

not be measured at point B with the strut installed because the strut obscured 

the beams from the x-component probe. The box adjacent point C shows the 

x-component of the mean velocity vector oriented parallel to the LDV x- 

coordinate axis with separate origins for the conditions with and without 

struts installed. The y and z velocity components could not be measured at 

point C with the strut installed because the strut obscured the beams from the 

two-component probe. A dashed line is drawn through the separate origins 

(parallel to the LDV velocity y-coordinate axis). A second dashed line is 

drawn parallel to that line and contacting the head of one vector to assist in 

comparing the lengths of the vectors. 

The tables of Appendix B present the mean LDV component velocity, the 

standard deviation, the 95% confidence interval, and the mean plus and 

minus the 95% confidence interval for each data set at each test point defined 

in traverse system coordinates. The units for velocity are meters per second. 
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The graphics of Appendix B present the tabulated data by grouping data 

sets for like strut configurations and plotting the mean and the mean plus 

and minus the 95% confidence interval. 
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1.     Qualitative analysis 

The mean flow velocities at test points A and B clearly changed in 

magnitude and direction between the struts-installed and struts-removed 

configurations. The magnitude of the velocity at point A decreased 

significantly, but the direction changed only slightly indicating point A was 

located near the stagnation streamline (strut-installed). Flow visualization 

using a smoke wand and a tufted wand also indicated this to be the case. A 

review of ground plane oil streak flow visualization photographs in 

Reference 3 for the same test configuration and the same test conditions 

showed results similar to the wand tests. 

The magnitude of the only velocity component measured at point C 

(the x-component) remained unchanged for both strut configurations. 

However, if the magnitude of the flow velocity were to increase with the strut 

installed, as is the case in a simple velocity potential solution for a doublet 

and uniform flow combination, the resultant increase in the y-component of 

velocity would also produce a change in the direction of the vector in the x-y 

plane that was consistent with the doublet and uniform flow solution. 

In the vicinity of the wing the general orientation of the velocity 

vectors in the x-y plane (horizontal) was consistent with intuition. At the 

level of the plane slightly above the wing, the entrained flow cascades off the 

model as would water if poured from a pitcher onto the center of the left 

wing panel. At the plane beneath the wing, the cascading flow from above is 

accelerated laterally relative to the model centerline by the confluence of 

flows from the jet-induced fountain bounded above and below by the model 

planform and the ground plane, respectively. Flow at the mid-plane is 

consistent with the transition between the two flows previously described. 
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Profile (x-z plane) views of the velocity vectors were also consistent 

with intuition — a downward trend of the cascading entrained flow 

accelerated beneath the wing as by an ejector nozzle. In close proximity to the 

wing inboard of the tip and near mid-chord, the flow is restricted by the wing 

surface and is more nearly horizontal. Smoke- and tufted-wand surveys 

confirmed the flow was generally oriented as depicted in Figures IV.2 through 

IV.6. 

Examining the graphics of Appendix B, it is clear that the mean 

component velocity for a given test data set and strut configuration was not 

consistently statistically repeatable in the vicinity of the wingtip. As 

previously stated, this result was entirely predictable in an unsteady flow 

field. Nonetheless, when an average mean velocity is calculated using both 

data sets with struts-removed and again with struts-installed, variations in 

the average means for the two configurations are generally indiscernible. 

Accordingly, the vectors depicted in Figures IV.2 through IV.5 are derived 

from all the component mean velocities measured at each of the 

corresponding test point coordinates. 

The graphics of Appendix B also reveal that in the vicinity of the 

strut, measurements of the mean component velocities were both statistically 

stable and exhibited significant statistical differences between strut 

configurations. This results merely confirms that the LDV system can detect 

the obvious result — the flow changes when a strut is introduced 

immediately adjacent to the point of interest. 

2.     Quantitative Analysis 

The standard deviations of most velocity component data sets in the 

vicinity of the wingtip were typically 15 to 20 percent of the mean indicating 

significant turbulence and unsteadiness in the flow.   In the vicinity of the 
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strut, where mean velocities were low and smoke wand surveys indicated 

even greater unsteadiness than near the wing, the standard deviations varied 

between approximately 55 and 75 percent of the mean. 

Variations in component mean velocities between data sets for a 

given strut configuration at a given test point were generally less than six 

percent, although in two cases the variations were approximately 10.7 and 

14.7 percent. However, when average mean velocities were calculated using 

both data sets as described above, variations in the average means were 2.3 

percent or less. 
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V. CONCLUSIONS 

A. CONFIDENCE IN MEASUREMENTS 

Considerable effort was made to ensure the reasonableness of the LDV 

measurements. Calibration of the LDV vs a pitot-static system using the same 

seeding as in the actual tests established confidence in the velocity 

measurements and suitability of the seed particle response within 

quantifiable acceleration limits. Smoke- and tufted-wand surveys of the test 

regions supported the LDV test results. The test results are therefore 

considered reasonable and representative of the true mean flow field of the 

entrained flow. 

B. MEAN VELOCITIES 

Although the mean velocity components measured in the vicinity of the 

wingtip were not, in many cases, statistically stable (repeatable within the 

chosen confidence interval), the variations in mean values were generally 

relatively small. Over the entire wingtip region, variations in the average of 

the mean component velocities for each strut configuration were very small 

(less than 2 1/2 percent). The effect of the struts on the mean flow field in the 

vicinity of the wingtip is therefore essentially negligible. 

C. SHORT-TERM FLOW HELD VARIATIONS 

Mean velocities were not obtained from short-duration samples (2-5 

seconds) because insufficient data rates produced insufficient sample sizes. 

Accordingly, a meaningful quantitative evaluation of transient variations in 

flow velocities that would directly affect the forces and moments on the 

wingtip was not accomplished.     Based upon observation of real-time 
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histograms as they formed during the tests, however, there was no discernible 

difference between the struts-removed and struts-installed configurations in 

the manner in which the histograms took shape. 

D.   SUMMARY 

Within the scope of this investigation, the influence of support struts on 

the flow field in the vicinity of the model wingtip is indiscernible. Since the 

wingtip is the most likely region for the flow field to be affected by the struts 

and the region in which flow field changes can produce the greatest 

variations in rolling moment, it is unlikely that the struts would 

contaminate measurements of short-term variations or long-term averages of 

the forces and moments on the Lockheed configuration LSPM in the NASA 

Ames OARF test rig. 
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VI. RECOMMENDATIONS 

A. SEED PARTICLE CHARACTERISTICS 

Saturation seeding of the area surrounding the test rig was chosen for this 

test primarily to improve the uniformity of particle distribution in the 

entrained flow. This seeding method is promising for future use if 

evaluations are required with higher fidelity models and test rigs, but is 

currently of limited utility. The upper limit of velocities tested in the 

calibration rig, and indirectly the upper limit of the acceleration for which 

future test results could be assumed accurate, was established by the physical 

limitations of the rig. Further testing should be conducted to determine the 

true frequency response limits ("3-dB Frequency" in Reference 13) of the seed 

produced by the Rosco smoke generator. 

B. SURFACE PRESSURE MEASUREMENTS 

The McDonnell Douglas LSPM is a larger model and its wingtips will be 

physically closer to the struts in the OARF than the Lockheed model. 

Additionally, OARF tests will include force and moment measurements in 

other than fuselage- and wings-level attitudes. To ensure the present 

configuration of struts does not significantly influence the flow field around 

the model and contaminate any force and moment measurements in the 

planned LSPM test matrices, further risk reduction tests are recommended. 

The tests should use a reasonably high fidelity model including cavities and 

landing gear and a higher fidelity model of the OARF support structure 

including taper of the support struts with increasing height. The model 

should be instrumented for direct measurements of surface pressures 
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through ports in the model skin. The pressure measurement 

instrumentation should allow essentially simultaneous and continuous 

measurements over the instrumentation array. Emphasis should be placed 

on measurements near both wingtips, the nose and tail areas, and the region 

between lift nozzles. The test matrix should include evaluation of a range of 

pitch and roll attitudes greater than that planned for the OARF tests. 
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APPENDIX A. SAMPLE CALCULATIONS 
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A. UNCERTAINTY ANALYSIS 
LDV velocity uncertainty: 

df = A / (2 sin K) 

V = 8df/t = 4^/tsinx: 

Wv        = [((WA ) dW/dX)1 + (Wir) d V/ d K)
2

+ ((Wt) d V/ <?t)2]V2 

dV/<?A = 4/(t sin*) 

dV/d K = -4A cot(x:)csc(x:)/t 

av/at = -4*/ t2 sin*: 

for  t   and   ^     errors assumed random and associated errors in V are 

gausian: 

Wv        = [(Wjf) d V/ d K)2]1/2 = (Wxr) dV/ die 

=   -4W*T A   COt(RT) CSC(KT)/t 
Pitot-static velocity uncertainty: 
V (ft/sec)= 65.5 ( A h)1/2    (h in inches) 
d V/ d h      = 32.8 ( A h)"l/2 

TABLE A.1 MEASUREMENT UNCERTAINTIES 

Parameter Description Uncertaint 
v. 

Method of 
Determination 

Pt Stagnation pressure 0.5 mm Water 
manometer/judgment 

Pa Ambient pressure 0.03 in Mercury 
barometer@airport 

A Wavelength 0.1 % TSI Corp. 
K Beam Half Angle 0.2% Tape meas of beam 

extension. 
t Time for 8 fringe 

crossings 
2nsec TSI Corp. 

df Fringe Spacing 0.3 % Derived 
V LDV Velocity 0.33 % Derived @ 10 m/sec 

Wx Uncertainty in "x" 
parameter 
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B. CONFIDENCE INTERVALS 

for t and A errors assumed random and associated errors in V are 

gaussian: 

95 % Confidence Interval = 1.96 (Standard Deviation) / (No. of 

Points)1/2 
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APPENDIX B. REDUCED TEST DATA 

Reduced test data are presented in this appendix in tabular and graphic form. 

Points "A" through "I" and Levels "Lower" through "Upper" refer to the traverse 

system coordinates detailed in Table ELI and illustrated in Figure III.l. All 

velocities (e.g. ordinate for graphics; mean, standard deviation, 95% confidence 

interval, low, and high in tables) are in meters per second. "Points" indicates the 

number of velocity measurements samples in the data set. 
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Point D   /  Lower Level   /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point D   /  Lower Level   /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point E   /   Lower Level    /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point E   /   Lower Level    /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point F   /  Lower Level   /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point F   /  Lower Level   /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point F   /  Lower Level   /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point G   /  Lower Level    /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point G   /  Lower Level   /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point G   /   Lower Level    /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point H    /   Lower Level    /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 

■  Upper 95% Conflnt 
H  Mean Velocity 
♦   Lower 95% Conflnt 

2.60-T 

■ B 
Struts-Installed 

^2.59- 

c 
o 
g2.58- 
0) 

■ ■                 a 

■— 

(0 2.57- 
i_ 
0) 

■4-J 
© 
£ 2.56- 

□ 
□ B                         U 

'*-*' 

fl 2.55- 

8    • • 

CJ 2.54- ♦ • 
> Strut s-Not Installed ♦ 

2.53- 

DATA SETS 

85 



Point H    /  Lower Level    /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point H   /  Lower Level    /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point I    /  lower Level    '    *- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point I    /  Lower Level    /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point I    /   Lower Level    /     Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point G   /   Mid Level    /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point G   /  Mid Level    /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point G   /  Mid Level   /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point I   /  Mid Level    /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point I   /  Mid Level   /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point 1   /  Mid Level   /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point D   /  Upper Level   /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point P   /  Upper Level   /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point D    /   Upper Level    /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point E   /   Upper Level    /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point E   /  Upper Level    /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point E   /  Upper Level    /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point F   /   Upper Level    /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point F   /   Upper Level    /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point F   /  Upper Level    /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point G   /  Upper Level    /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 

■   Upper 95% Conflnt 
H  Mean Velocity 
♦   Lower 95% Conflnt 

2.62' 

^2.60- 

se
co

n 
to

 
b

i 
00

 

-^. 

^2.56- 

CD 

&.54- 

82'52" 
^2.50- 

2.48 

Struts-        • 
Not Installed 

Struts- 
Installed 

DATA SETS 

113 



Point G   /  Upper Level    /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point G   /   Upper Level    /     Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point H    /   Upper Level    /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point H   /  Upper Level   /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point H   /  Upper Level   /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point I    /Upper Level    /    X- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point I    /  Upper Level    /    Y- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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Point I    /  Upper Level    /    Z- Component 

Mean Velocity Components for Data Sets with 
Upper and Lower Bounds of 95 % Confidence Intervals 
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